07:28 PM, July 01, 2007








MIND and BRAIN: My Life Story
Religious Zeal at MIT



In September of 1967 at age 20 I moved into the library at MIT.  

I don't mean for several hours a day;  I mean literally moved in for the entire term.


I was an undergrad at MIT.  

That year a new library had just opened 

on the top floor of the student union at MIT,

and it was open twenty four hours a day.


I had just flown to Europe with my favorite teacher  

"celebrity neurobiologist"  Jerry Lettvin and his wife Maggie, 

and then I had lived out of a back pack for a couple of months bumming around France. 

Moving into the library was no big change in lifestyle.


I slept on the couches; I ate my meals in the burger grill two floors below; 

I entertained girls in the piano practice rooms; I kept one change of clothes in my gym locker.


That library had one key feature; none of its books every checked out.  

You read them there.  I was a man with a mission, and I was there to pursue it.


There was a magnificent collection of  brand new books,  and I read like a man possessed.

In addition to neurochemistry and physiology, I drank in computer science, artificial intelligence, 

cognitive psychology, mathematical learning theory, and electrical engineering.

 
I had one all consuming question that I pursed with religious zeal. 

Was it possible for consciousness to reside in any medium other than neurons? 

This question had fascinated me since ninth grade in high school in Berkeley where I had grown up.

That interest in consciousness, memory, and knowledge had been kindled by my math teacher, 

who on Saturday mornings would take us kids to the University of California at Berkeley 

where there was a new IBM 1620 computer. There and then, programming in machine language,

the analogy between software and the mind and  computer hardware and the brain began to take shape.

 It was an analogy that I would explore off and on for the next forty years. 


The fields that touch this subject include cognitive psychology, neurobiology and clinical neurology,

epistemology (the philosophy of knowledge), and computer science especially artificial intelligence. 

I was professionally involved with the latter (AI)  during the first decade or so of my career  

as a computer science researcher at Stanford University years later and then

indirectly involved as a practicing emergency physician during the past couple of decades.


Given this lifetime of interest in the subject, 

it is perhaps not surprising that when I sat down  to write this essay,

 the words simply flowed from my finger tips to the keyboard.  

However, there was one particular key to the ease of this endeavor.

I first wrote this material in 1971.

Memory:  The Royal Typewriter and the Mind

As I began writing this time, I recalled my old student paper on the subject and retrieved it from my forty file drawers.

The first time around I had written it the summer of 1971 

as a medical student at the University of California in San Francisco. 

That paper is entitled "Towards a Theory of Information Storage in the Brain."  

Its postulates are still accurate.  The complete text - typed on my trusty Royal typewriter -  is here (pdf file).


The essence of that work can be reduced to one word: memory.  

By memory I refer not primarily to its popular meaning

as in "Jim has a good memory for faces," but more broadly as 

the sum total of those chemical and anatomical changes in the brain

which form the basis for everything we have ever learned.  

 
Here's what that includes:  (almost) everything we are, think, believe,

know, conceive, create,  plan, and do. 

(The "almost" qualifier recognizes the large amount of neural structure that is innate (ref: Pinker, Blank Slate).


If memories are grossly altered, the person becomes a different individual.  

Think of severe alzheimer's dementia or psychosis.  

Or, from the movies, Total Recall,  the 1990 sci-fi film that starred Arnold Schwarzenegger. 

Given a complete memory make-over by his villanous boss - he was able to

spy unsuspected on his former friends in the resistance.


The ideas developed in my paper written thirty six years ago at age twenty four are largely unchanged.

They have dwelt as reliably and long-lastingly encoded in my brain 

as they have  tucked away in a file drawer encoded on paper by ink patterns imparted by the keys of my Royal typewriter in 1971.

Furthermore, the enormous progress in cognitive science and neurobiology has left these ideas intact. 

Ham Radio in Elementary School

Even much earlier I had been filled with the magic and promise of electronics.  

My interest began in earnest in 1958 when, responding to an ad in Boys Life (the magazine of the Boy Scouts),

I mailed every dime I had ever saved ($12) to Allied Knight, a mail-order electronics house.  

Two weeks later I had  scores of electronic components spread around the floor of my bedroom  - a transistor radio in kit form. 

That kit then led to other kits and finally to a home-built ham radio station and other electronic projects.  

When the IBM 1620 computer appeared in my life, it was love at first sight.


As you might expect I was in the chess club, the science club, and the math club in high school, 

and through an incredible stroke of luck - that also involves memory traces - I wound up at MIT.

Bombing my interview with Edward Teller

I didn't want to inflict a financial burden on my
 working class parents for a private college,

so I was set on going to our local public university - Cal, Berkeley (not a bad choice, really).

But I had been nominated for a scholarship that would pay tuition anywhere, the John Hertz Engineering Scholarship.

 
I was scheduled to be interviewed by Professor Edward Teller, 

the nuclear physicist who was the "father of the hydrogen bomb."  


When I drove to Teller's home in the Berkeley hills, 

I  thought that this interview would be like other college interviews and 

would involve questions about my sports, hobbies, and career interests.  


Teller wasted no time with such trivialities. 

I was no sooner seated in his living room when 

with his famously severe grimace and thick German accent he asked,

" Rrrrobert ... you have studied number theory, ya? 

Could you prrrove the theorem of quadratic rrreciprocity?"


As I stumbled to at least state the theorem - let alone prove it - 

I thought my interview would be a dismal failure.


Teller, however, quickly let me off the hook.  His next request - considerably easier - 

was for me to prove the pythagorean theorem 

(as applied to right triangles, c**2 = a**2 + b**2).  

I knew I could pull that off in perhaps a dozen steps of algebra and geometry, 

but I didn't know whether I could do it rapidly enough to

satisfy him in the interview.  Then the fates intervened.


There on his coffee table was a notepad with seemingly nothing on it. 

However, as I stared at it preparing to write my long algebraic proof, 

I spyed an imprint of a diagram.  

Someone, probably Teller himself, 

had drawn a diagram on the overlying sheet of paper

 and then had thrown it away.  

Traces of the diagram, as inscriptions in the paper, 

were left that reminded me of a one step, geometric proof 

of the pythagorean theorem that I had seen in Scientific American some months before.


I told Teller, "the proof is already on the notepad."  

My four year scholarship to MIT was secure.

AI at MIT

As an undergrad at MIT I immediately connected with Professor Jerry Lettvin, 

a cognitive scientist and neurophysiologist, best known for his paper

 "What the frog's eye tells the frog's brain." 

 This seminal paper helped to inspire the nobel prize winning work of George Wald 

and Thorstein Hubel and David Wiesel at Harvard in the sixties 

that led to the discovery of feature detectors in the cat's primary visual cortex,

essentially "what the cat's eye, tells the cat's brain."


At MIT I took every course that was conceivably relevant to the question of artificial consciousness.

This question was hotly argued in large public debates 

among my MIT Professors Lettvin, and AI pioneers Marvin Minsky and  Seymour Papert, 

and their " arch nemesis," philosopher Hubert Dreyfus of  Cal, Berkeley -

who resolutely argued "no way."  


I had only a meager interest in clinical medicine 

(in that era the theoretical basis of medicine was just emerging) 

however, in 1968 with a low draft number and Viet Nam on the horizon,

I asked one of my psych professors (Hans Lucas Teuber)

 whether to pursue a career in neurobiology (my first choice) or to go to med school. 

 Ever wise, Professor Teuber said "go to med school.  

You can do both, and if the research doesn't work out you'll always have a job."  Boom.


Before we leave MIT, there were many others in my class at MIT who had similar interests.  

Among these was Raymond Kurzweil, whom I did not know at the time, 

but whom I have since met.  

Ray's recent books The Singularity Is Near (on the future of computer intelligence) 

and Fantastic Voyage (on personal health care) are both excellent reads.

I will comment in detail on the relationship between his material and that presented here in due time - 

we have some key differences in emphasis.  

However, I also believe the singularity is relatively near (machine intelligence superior to human)

 and that medical research will be delivering miracles.


For now, I'll simply mention that one of our key differences is his emphasis on pattern recognition 

(which has been the focus of his career as an inventor) and

my emphasis on knowledge representation and content, 

reflecting what I will call the Stanford approach (at least during the 1980's).


While we still have to guess at how knowledge is stored in the brain, 

we have some idea of what must be in there.  The theory of that day was that

experts could tell you what they knew, and you could encode that expertise in

a knowledge base. 


Here, for example, are two classes of knowledge that autonomous, freely-living

systems neeed.

Job one for any intelligent entity needs to be maintaining its integrity.  

In humans that's called health.

Job two is acquiring resources.  

In humans that's called work and wealth.

Experimental Neurochemistry at UCSF during the Summer of Love

During medical school at the University of California in San Francisco,

I was in a combined MD/PhD program,  although I didn't get my PhD until ten years later at Stanford.


At UCSF I was still hot on the track of the mind: body question. 

 How did mind emanate from brain and

could it be made to emanate from silicon as well?


During the summers I did bench research in neurochemistry

(chopping up rat brains to create synaptosomes to study their metabolism),

electrophysiology (more rat dismemberment), and theoretical studies of

memory mechanisms.  The latter had the great appeal of not requiring

any animal sacrifices.


No complete account of my medical school days at UCSF could leave out 

my "experimentation" with psychedelic drugs.  

(My med school classmates would never forgive me for being less than honest.) 


UCSF is in the heart of the Haight-Ashbury district in San Francisco 

and this was the Summer of Love.  This was hippie central:  Jefferson Airplane and

the Grateful Dead in Golden Gate Park,  peace marches and love-ins.

My consciousness was expanded in more than one way and more than once.


It is no longer fashionable in academic circles to discuss psychedelic research;

however, it was at that time, and there was fascinating and important work being done

by psychiatrist Stan Groff,  neurochemist Alex Shulgin, and ethnobotanist Richard Evan Shultes

(who had inspired the famous - "turn on, tune in, drop out" trio at Harvard,

Timothy Leary, Richard Alpert (Baba Ram Dass), and Ralph Metzger.)


No one who has any serious interest in cognitive science 

can fail to be impressed by the world one perceives while under the influence of LSD

(lysergic acid diethylamide).  The alterations in perceptions of time, identity, history,

interpersonal relationships, and meaning are so fundamentally profound that it

drives home forever the complexity of the interaction between brain and world.

These notions had been introduced to academia by Aldous Huxley (of Brave New World fame) 

in his beautiful 1954 work The Doors of Perception.  

The absurdly naive models of neural functioning that prevailed at this time 

seemed even more hopelessly under-powered.

 
To round out my training as a physician, I completed a residency in internal medicine. 

But then, once again,  I was again confronted with a career choice -

stay in clinical medicine, which was a highly remunerative, secure, and respectable way to make a living,

or resume my research in theoretical cognitive science and artificial intelligence.


Ever the rebel and ever the "big idea" guy,  I opted for research.

(At age 28 I despised the idea of security and the easy life. 

Remember my days in the MIT Library.)

Post Doc in the Frigid East or the Warm California Sun?

I had great opportunities to continue my research either in Boston or in Palo Alto at Stanford.

There were two Boston gigs that offered me post-doc fellowships: the first was easy for me to reject -

a job at the computer lab at the Massachusetts General Hospital - this would have

been a job in straight medical records research and medical informatics.  (The head of this

lab was however a really fun guy and a major pioneer in these fields, Octo Barnett.)  Just a

mismatch with my real interests.


The second Boston opportunity was far tougher to reject. 

It involved a collaboration between MIT AI researcher Pete Szolivits and

Boston University medical informatician Steven Pauker.  This was a project that

attempted to do medical diagnosis by modeling cognitive processes of clinicians.

Furthermore, the cognitive model was an early version of frame-based modeling

with causal links.  To me this had great psychological plausibility.

However,  both these opportunities had one great flaw.

They were not in California.


The post doc that I took at Stanford University involved a rule-based expert system

called MYCIN that had been developed as the PhD project of wunderkind Edward Shortliffe.

(Ted has for decades been one of the key luminaries of academic medical informatics.)


While rule-based systems have superficial cognitive plausibility, their lack of veracity

(and the brittleness that they share with other AI systems) eventually contributed to the

AI Winter (the disillusionment and disinvestment) of the eighties.

AI at Stanford

For the next decade or so I was in both the medical school

 and the computer science department at Stanford: 

a post-doc in the former and initially, a pre-doc in the latter.

Following the awarding of my PhD in computer science and biostatistics, 

I served as a research associate and principal investigator

until I left in 1986 to again resume clinical practice. 


 At Stanford my first responsibility was as a clinician to help train 

 MYCIN (an expert system designed to diagnose and treat infectious diseases) 

by expanding and testing its knowledge base, which consisted of several hundred rules.

While MYCIN performed quite well as an infectious disease diagnostician, 

 I had little faith that it was accurately emulating real clinicians and 

certainly no notion that it was conscious.  That search had to be placed on hold.


My second responsibility was to devise a separate research project that

would serve as the basis for my own PhD thesis.

RX Project: The Automated Discovery of Medical Knowledge 

The project that I devised  was the RX Project -

Automated Discovery of Medical Knowledge from a Large Time-Oriented Database.

While initially conceived as an attempt to learn if-then MYCIN-style rules from a large clinical database, 

it was apparent that biostatistical approaches yielded more exacting, quantitatively accurate knowledge than mere if-then rules. 

This is an important part of the kind of knowledge that expert physicians use (detailed quantitative models) 

rather than just "if the patient has a fever, then consider malaria."   The idea behind the RX Project was to automatically discover
medical knowledge.  


Why do clinical research?  

Why not just flip a switch and have the computer 

comb through thousands of medical records and 

figure out what's going on.


That's what RX tried to do - in prototype fashion, of course - 

discover medical knowledge and mail it to the medical journals - 

everything but the postage stamp.


While it did not discover anything brand new, it did rediscover some relatively unknown effects of drugs (Annals of Int. Med. 1985). 

 It also garnered many research awards and grants from the National Library of Medicine, 

the National Science Foundation, the National Center for Health Services Research and

the prestigious Toyobo Research Prize in Japan in 1985.


Alas, a number of events conspired to end that research project 

and my medical informatics career at Stanford. 

 Research grants were increasingly hard to come by;

my family expenses grew; my parents were ill, 

and furthermore, expert systems and AI, in general, were on the wane.  

This was the dreaded AI winter.  AI had apparently overpromised and underdelivered.  

The rosy magazine covers were replaced with stories about the obituary of AI.


Furthermore, the work that I had been doing had brought me no closer to 

the biological basis of consciousness - except - perhaps in the negative.

Computers weren't conscious and researchers in AI didn't even seem to understand

what was lacking.  (In fairness to the Stanford AI efforts, a major goal there had always been

performance - does the system accurately deliver results -

regardless of its psychological verisimilitude.) 

Back to Clinical Medicine:  Another side of Humanity

For me - no prob.  I followed MIT Professor Teuber's advice (to go to med school; you can always work)

 and went back into clinical medicine - emergency medicine this time.

I passed the certification exams for the ER boards and 

resumed clinical practice in the trenches of the ER (in the Kaiser hospital system).

I saw thousands of patients in the clinics and emergency rooms,  

listened to their stories, and learned about the trials of humanity.


In the ER was another side to the story of human memory, knowledge, and  consciousness:   

the challenges to memory as my patients recited their stories and

I  matched their symptoms against disease templates.  It is a constant struggle for modern clinicians 

to maintain their professional knowledge in the face of accelerating innovations in medicine.  

And, finally, the different modes of consciousness that I confronted in dealing with patients - 

delirious, demented, impaired by strokes, shock, and hypoxia.


Meanwhile I've stayed glued to the neurobiology/AI scene, keeping up with those fields,  

waiting for the grand synthesis and emergence of the conscious intelligent machines 

that I dreamed of forty years ago.


Now,  this year I retired from medical practice and can pick up full-time where I left off -

unencumbered by the responsibilities of career and academic political correctness.

AI and Cognitive Science in the Age of the Internet: A New Day

Meanwhile it appears that I left AI and returned to cognitive science at exactly the right time.

Cognitive science is almost ripe for translation into silicon.


In the past twenty years science has marched on by the inexorable beat of Moore's Law.

(Computer power doubles every 18 months as does everything that computers touch.)


This has brought the world faster and more accurate brain scanners; 

smaller and more precise electrodes;  faster and cheaper computers; and most importantly

more research teams communicating their results to the world through the internet.


So, how does the brain generate the mind?


We are not there quite yet, despite the efforts of mighty intellects like that of Nobel laureate Francis Crick 

(now deceased, co-discoverer of DNA)  who devoted the last few decades of his life 

to the pursuit of the mechanisms of consciousness.


There is, however, a new optimism about at last uncovering the roots of conscious experience.  

Based in neurobiology, neural network theory, and computer science, discoveries are coming fast.  


This should give you some insight into what drives me.   But it is not the whole story.

Super Machines and Sub-Genius Humans

Try telling some people that you're interested in the development of 

super intelligent, conscious computers and they have quizzical, worried looks.

Why on earth would you be interested in that? 


Their dismissive looks are a combination of a) it can't be done, 

b) it shouldn't be done, 

c) technology has already gotten us into hot water, and

d) what we really need is not smart machines but wiser humans.  

Humans with their machines are already wrecking the planet

 - do we really need more of that?


Do we really need more Professor Tellers with their hydrogen bombs 

and cold calculations uninformed by wisdom and compassion? 

(Edward Teller was immortalized as the title character in the black comedy Dr. Strangelove, played by Peter Sellers).


The San Francisco Bay Area is an interesting place.  

South of San Francisco in Silicon Valley we specialize in computers and biotechnology.  

North of San Francisco in Marin County the emphasis is quite different

 - vepassna buddhism, meditation, transpersonal psychology, deep ecology, and compassion for humanity and the planet.


Meanwhile California - ever the birth place of innovation - has been a focus of the human potential movement. 

Starting in the sixties with Esalen, Earth Day, the Whole Earth Catalog, then Tony Robbins, 

Depak Chopra and the other success gurus.  

If computers are going to be smart, do they need to be not only conscious 

but also wise and well trained in human relations.  

Sure, its a tall order, but why not.  

If not wise, then super intelligence may create trouble.


That's a little introduction to where we're going and what I bring to the table. 


 Now onward - to super intelligence.

